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**Abstract**

Cloud Computing has emerged as a popular computing model to support processing large volumetric data using clusters of commodity computers. As per NIST “Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction”. Cloud computing has become an extremely attractive area of research and practice over the last few years. An increasing number of public and private sector organizations have either adopted cloud computing based solutions or are seriously considering a move to cloud computing. The foundation of cloud computing is the broader concept of converged infrastructure and shared services. The cloud also focuses on maximizing the effectiveness of the shared resources. Cloud resources are usually not only shared by multiple users but are also dynamically reallocated per demand. This can work for allocating resources to users. There are various methods to set up cloud computing infrastructures in today’s market but it has to be taken into account that the infrastructure is reliable, secure and less expensive to deploy the various applications. From the point of deployment, cloud computing platform include three kinds i.e. public cloud, private cloud and hybrid cloud. Where private cloud means the cloud infrastructure is owned or leased by only one organization and management of the infrastructure is also done by the same organization. Public cloud means that the cloud infrastructure is owned by a cloud service sales organization who tries to sell cloud computing services to the public or industry circle. Hybrid cloud means that the cloud infrastructure consists of more than two kind of cloud say private cloud and public cloud in which each kind of cloud is independent, however they are combined with some standards or special techniques. Even though public cloud is most preferred in current time, there are many concerns about adopting and using public cloud solutions such as shared technology vulnerabilities, abuse of cloud services, malicious insiders, account hijacking and service traffic hijacking, data loss, data breaches, etc. Hence, in order to overcome such problems private cloud solutions are becoming an attractive alternative to a large number of companies. Also, due to availability of open source platforms which are available free of cost and help to achieve our goal to setup private cloud with minimum cost which can be used for setting up complex and highly time taking processes We quantitatively analyzed leading open source hypervisors, Xen and KVM & cloud computing software CloudStack, OpenStack and Eucalyptus. From the results we have obtained from this analysis, we intended to build up a private cloud using the Eucalyptus and Xen to provide IaaS (Infrastructure as a Service) for an academic, research or IT infrastructure. Eucalyptus is an open source cloud computing framework that gives users the ability to create, run and manage virtual machine instances across physical machines. Xen is the hypervisor upon which the virtual machines run on the host computer.
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